Abstract—This paper describes operation principles and the in-beam performance of Start Detector (SD) assemblies consisting of Diamond Detectors (DDs) grown by Chemical Vapour Deposition (CVD) and Front End Electronics (FEE) which have been designed for and used in various nuclear physics experiments at GSI Helmholtz Center for Heavy Ion Research in Darmstadt.

In parallel to the FEE design we have performed extensive calculations to model the dependence of the signal-to-noise ratio $(S/N)$ and the time resolution $\sigma_t$ on various quantities such as the collected charge $Q_{col}$, the detector capacitance $C_D$, the temperature $T$, and finally the noise contribution and bandwidth of the amplifier.

In combination with the new FEEs (including an application-specific integrated circuit, ASIC) we have tested two polycrystalline and single-crystal diamonds of various sizes and thicknesses with relativistic ion beams ranging from protons to heaviest ions.

For heavy ions all setups deliver time resolutions $\sigma_t < 60$ ps. In case of protons the small primary detector signals require single-crystals as material and more elaborated designs like segmentation of the detector area and the increase of the amplifier input impedance. The best time resolution obtained for relativistic protons was $\sigma_t = 117$ ps.

Index Terms—Detector instrumentation, Analog integrated circuits, Timing circuits, Timing electronics

I. INTRODUCTION

An in-beam Start Detector (SD) is an important component of Time-of-Flight (TOF) systems, which are commonly used to identify different reaction products in fixed-target nuclear physics experiments. It provides the time-zero positions of the incident particles and on various quantities such as the signal-to-noise ratio $(S/N)$ and the time resolution $\sigma_t$ on various system parameters, we have performed model calculations the results of which have influenced especially the design of the detectors for minimum-ionizing protons.

In the next section we describe briefly the physical parameters of diamonds, which make them an almost ideal active detector material to meet the mentioned requirements.

A prerequisite, however, is an optimal adaptation of the used FEE. In order to understand better the underlying relations and dependencies of parameters, such as the signal-to-noise ratio $(S/N)$ and the time resolution $\sigma_t$ on various system parameters, we have performed model calculations the results of which have influenced especially the design of the detectors for minimum-ionizing protons.

Formalism and the results are described in section III. We start with the simplest model of readout electronics (just one resistor) to evaluate the dependence of $(S/N)$ and $\sigma_t$ on the collected charge $Q_{col}$, on the detector capacitance $C_D$ and on the temperature $T$. In a few steps we add the contribution of the amplifier noise and its bandwidth, resulting in a set of analytical formulae describing the dependence of $(S/N)$ and $\sigma_t$ on these parameters. Two extreme cases are discussed: The hypothetically instantaneous charge collection and the more realistic case of charge drift to the opposite electrodes. In section IV we present several SD-setups, which have been designed for different experiments, and their resolutions $\sigma_t$ which have been achieved with various beams of relativistic ions.

All diamonds used in the present studies have been grown at Element Six Ltd. (King’s Ride Park, Ascot, Berkshire SL58BP, UK) and supplied by DIAMOND DETECTORS LTD (16 Fleetsbridge Business Centre, Upton Road, Ponte, Dorset BH17AF, UK). We investigated both types: polycrystalline diamond detectors (pcDD) grown on silicon wafers and single-crystal diamond detectors (scDD) grown on mono-crystalline {100}-oriented High-Pressure-High-Temperature (HPHT) synthetic diamond substrates.

II. CVD DIAMONDS AS DETECTOR MATERIAL

(70) or reference time for the TOF measurement by determining the crossing time of each beam particle before it hits the target. So the uncertainty in $T0$ affects directly the TOF resolution and hence the velocity and the mass identification [1]. In order to reach TOF resolutions below 100 ps, the time resolution $\sigma_t$ of the SD must be below the half of that value.

In addition, another feature may be of importance: high beam intensities require fast detectors delivering narrow signals and electronics which can cope with the corresponding rates. In connection with this the material should be radiation hard to withstand high integral doses without sizeable degradation of its properties.
In comparison to any other known detector material, diamond features a high mobility for both carriers, which can be derived from the field-dependent carrier drift velocities \( \nu(E)_{e,h} \) measured with broadband amplifiers (BBA) applying the Transient Current Technique (TCT) with short-range \( \alpha \)-particles [2]. Note that the FWHM of the TCT signals represents the carriers transition time \( t_{tr} = d/\nu(E)_{e,h} \) with the detector thickness \( d \), whereas the signal area corresponds to \( Q_{col} \). The directly measured mobility values obtained by one of the authors for scDD at lowest possible electric fields \( E_D \) are \( \mu_e = 1800 \text{ cm}^2/\text{Vs} \) and \( \mu_h = 2450 \text{ cm}^2/\text{Vs} \) at \( E_D = 0.1 \text{ V/\mu m} \) and \( E_D = 0.06 \text{ V/\mu m} \), respectively [3]. These mobilities in conjunction with very high breakdown fields \( E_{break} > 10^7 \text{ V/cm} \) and a low dielectric constant \( \varepsilon_r = 5.7 \) provide detector signals of fast rise times and narrow pulse widths suitable for fast timing and counting of high ion rates. Moreover, diamond is radiation hard [4], most likely due to the high atomic packing factor of the carbon atoms in the diamond lattice causing strong covalent bonds. The same origin compels a wide band gap (\( E_g = 5.48 \text{ eV} \)), which provides diamond sensors of very low dark current but also of high pair production energy \( E_{pair} \approx 13 \text{ eV} \) and thus of relatively low sensitivity, e.g. compared to silicon (\( E_{pair} \approx 3.6 \text{ eV} \)). Its thermal conductivity (20 W/cm\(^{-1}\)K\(^{-1}\)), which is six times higher than that of copper, supports self-annealing of shallow traps and protects in-beam detectors against thermal spikes.

In scDDs, practically 100% of the generated primary charge is collected. In pcDD a part of this charge is lost at grain boundaries resulting in reduced charge collection efficiencies \( CCE = Q_{col}/Q_{gen} \) between 0.1 and 0.6 (with \( Q_{gen} \) the ion generated charge). Due to the current production technology however, the size of standard scDDs do not exceed 5 mm x 5 mm, which is given by the dimensions of the HPHT diamond substrates used for the epitaxial growth. The maximum area available so far may reach 10 mm x 10 mm.

For precise calculations of the amplitudes of signals emitted by relativistic heavy ions in diamond sensors of different quality, the transient current signal shape has to be known; such simulations are not available at present. Hence, we estimated roughly the pulse heights delivered by two diamond detectors (DD) of 300 \( \mu \)m thickness on the 50 \( \Omega \) input impedance of a BBA, taken into account signal widths (FWHM) of 2.5 ns and \( 500 \mu \text{ns} \), respectively [5].

The results plotted in Fig. 1 have been calculated for particles of 1 A GeV kinetic energy. The horizontal solid line indicates the equivalent noise amplitude of the diamond broadband amplifier (DBA) [6], i.e. \( \sigma_n_{DBA} \approx 50 \mu \text{V} \), whereas the dashed line the \( 3\sigma_n_{DBA} \) deviation noise amplitude. Fig. 1 illustrates the large dynamic range of signals expected in hadron physics experiments. Furthermore, it shows that the BBA readout in the case of relativistic ions lighter than carbon is challenging even for spectroscopic grade single-crystal diamond sensors.

### III. How can the detection of relativistic protons be improved?

![Fig. 1. Estimated pulse heights on the input of a BBA. The data have been calculated for various relativistic heavy ions of a kinetic energy of 1 A GeV traversing two DDs of \( d = 300 \mu \text{m} \) and \( CCE = 0.4 \) and 1.0, respectively.](image)

**Fig. 2** shows the two FEE schematics, which are most frequently used to read out DDs: (a) one DD electrode is connected to ground; the second one is biased and read out, (b) one electrode is biased, the second one read out. The bias is applied by the power supply \( V_b \) via resistor \( R_b \). In mode (b), the capacitor \( C_b \) decouples the biasing resistor thus eliminating its thermal noise. Due to the high volume resistivity of the material, the breakdown voltage is very high and the leakage current at nominal operation bias is negligible. The equivalent schematic comprises a pure capacitor and a current generator.

### A. Signal Processing at Instantaneous Collection of Charge

In the following we will calculate the S/N using the simplified schematics shown in Fig. 3. The diamond detector is connected to the simplest measurement system represented by the resistor \( R_i \). This approach is similar to: “S/N versus Capacitance in a Current-Sensing Amplifier” [7], [8] and we will continue with the evaluation of the time resolution \( \sigma_t \).

This schematics represents a low pass filter with a time constant \( \tau_S = R_i C_D \) and a cut-off frequency \( f_S = 1/(2\pi\tau_S) \).

![Fig. 3. Simplified equivalent schematic for noise estimations: the detector (dashed box) is connected to a simple measurement device represented by the resistor \( R_i \).](image)
For simplicity it is assumed that the induced current is a delta pulse \( \delta(t) \) carrying the total collected charge \( Q_{\text{col}} \),
\[
\int_{-\infty}^{\infty} i_{TR}(t) dt = \int_{-\infty}^{\infty} Q_{\text{col}} \cdot \delta(t) dt = Q_{\text{col}}.
\]
whereas the current discharging of the capacitor \( C_D \) is given by
\[
i_C(t) = I_0 e^{-t/\tau_S}.
\] (1)
The charge conservation law predicts,
\[
Q_{\text{col}} = \int_{0}^{\infty} i_C(t) dt = I_0 \cdot \tau_S.
\] so that
\[
i_C(t) = Q_{\text{col}}/\tau_S \cdot e^{-t/\tau_S}.
\] (2)
The peak current at \( t = 0 \) corresponds to the signal \( V_s \)
\[
V_s = R_i \cdot i_C(0) = Q_{\text{col}}/C_D,
\] (3)
so that
\[
v_{sSS}(t) = Q_{\text{col}}/C_D \cdot e^{-t/\tau_S}.
\] (4)
Equation (4) is the amplitude response to the input delta pulse \( \delta(t) \). The noise power \( P_n \) generated in a passive resistor depends on temperature \( T \) and bandwidth \( \Delta f \):
\[
P_n(T, \Delta f) = 4 \cdot K \cdot T \cdot \Delta f = i_{nRi}^2 R_i,
\] with the Boltzmann constant \( K \), \( i_{nRi} \) being the thermal current noise generator describing the noise generated in \( R_i \)
\[
i_{nRi}^2/\Delta f = 4 \cdot K \cdot T / R_i.
\] (5)
For the evaluation of the noise voltage \( V_{N_{\text{in}}} \), we take into account the current density \( i_{nRi}^2/\Delta f \) and the complex impedance \( Z(f) \), which results from the parallel connection of \( R_i \) and \( C_D \):
\[
V_{N_{\text{in}}}(f) = \frac{i_{nRi}^2}{\Delta f} \cdot |Z(f)|^2 = \frac{i_{nRi}^2 R_i^2}{\Delta f \cdot 1 + f^2/f_S^2}.
\] By the integration from \( f = 0 \) to \( \infty \) we obtain the total noise of the system given in (6)
\[
V_{N_{\text{in}}}^2 = \frac{i_{nRi}^2}{\Delta f} \cdot R_i^2 \cdot f_S \cdot \frac{\pi}{2} = K \cdot T / C_D.
\] (6)
From (3) and (6) we obtain the \( S/N \) ratio:
\[
S/N = Q_{\text{col}} / \sqrt{K \cdot T \cdot f_S / C_D}.
\] (7)
In the simplified approach of Fig. 3, the \( S/N \) depends only on \( Q_{\text{col}}, C_D^{1/2} \) and \( T^{-1/2} \). In the derivation the signal voltage peak \( V_s \) is assumed at \( t = 0 \). However, in real time measurements we have to consider the time when the signal crosses the discriminator threshold. The charge generation in a DD is much faster than the time constant of any actual amplifier. The limited rise time of the amplifier affects the time resolution \( \sigma_t \) [9]–[11]:
\[
\sigma_t = \frac{\sigma_n}{dv/dt}.
\] (8)
where \( \sigma_n \) is the noise dispersion and \( dv/dt \) the signal slope (SL) at the discrimination level. The maximum slope at the amplifier output can be estimated to \( dv/dt = 0.8 \cdot V_{sS}/t_{r_A} \), where \( t_{r_A} \) is the amplifier rise time (10% to 90% amplitude level). For an amplifier with a single pole and the frequency bandwidth \( BW_A \) one obtains \( t_{r_A} = 0.35/BW_A \) and \( dv/dt = 0.8 \cdot V_{sS}/t_{r_A} = 2.28Q_{\text{col}} \cdot BW_A/C_D \). Hence we can rewrite (8) as follows:
\[
\sigma_t = \frac{\sqrt{K \cdot T / C_D}}{2.28 \cdot Q_{\text{col}} \cdot BW_A/C_D} = \frac{\sqrt{K \cdot T \cdot f_S}}{2.28 \cdot Q_{\text{col}} \cdot BW_A}.
\] (9)
It has been assumed that the noise dispersion is equal to the noise voltage \( V_{N_{\text{in}}} \) estimated in (6). Concluding, the simple schematic of Fig. 3 allows the estimation of the maximum performance that can be reached in terms of \( S/N \) or \( \sigma_t \). It also outlines the importance of the reduction of the total capacitance including the diamond capacitance, the amplifier input capacitance and parasitic capacitances of the setup.

This discussion can be extended to a more accurate definition of the noise contribution of a BBA connected to a DD. In RF applications, the noise factor parameter \( F \) is used to describe the ratio of the total noise at amplifier output related to the noise contribution of the source resistor \( R_s \):
\[
F = \frac{e_{nR}^2}{e_{nR}^2} + \frac{e_{\text{neg}}^2}{e_{nR}^2}.
\] (10)
(Note that data sheets normally use the Noise Figure parameter \( NF \), which is related to \( F \) by \( NF = 10 \log F \) (dB)). We can estimate the noise contribution of the amplifier according to
\[
e_{\text{neg}}^2 = (F - 1) \cdot e_{nR}^2
\] or translated in noise current values, as given in (11)
\[
i_{\text{neg}}^2 = (F - 1) \cdot i_{nR}^2.
\] (11)
If we can consider \( R_i \) in Fig. 3 as a noiseless resistor we can modify (5) to obtain \( i_{\text{neg}} \), i.e. the noise generator which represents the total noise contribution of the amplifier:
\[
i_{\text{neg}}^2/\Delta f = 4K \cdot T \cdot (F - 1)/R_i
\] and the final expressions for the \( S/N \) (7) and \( \sigma_t \) (9) are
\[
S/N = Q_{\text{col}} / \sqrt{K \cdot T \cdot (F - 1) \cdot C_D}
\] (13)
and
\[
\sigma_t = \frac{\sqrt{K \cdot T \cdot (F - 1) \cdot C_D}}{2.28 \cdot Q_{\text{col}} \cdot BW_A}.
\] (14)
As expected, the use of low noise amplifiers is mandatory for both good \( S/N \) ratio and time resolution.

In (13) the "shaping" effect of the BBA is not specified, whereas in (14) only the slope limitation is estimated. In the following we will try a more accurate approach. Considering that the BBA has the low frequency gain \( G_0 \) and the gain-frequency dependence \( G_A(f) \) of a single pole of cut-off frequency \( f_A \),
\[
|G_A(f)| = \frac{G_0}{\sqrt{1 + f^2/f_A^2}}.
\] (15)
The noise voltage at the amplifier output is
\[
V_{N_{\text{out}}}(f) = \frac{i_{nRi}^2}{\Delta f} \cdot |Z(f)|^2 \cdot |G_A(f)|^2
\]
\[
= \frac{i_{nRi}^2 R_i^2}{\Delta f} \cdot \frac{G_0^2}{(1 + f^2/f_S^2) \cdot (1 + f^2/f_A^2)}.
\] (16)
By integration of (16) from $f = 0$ to $\infty$ we obtain the total noise at the amplifier output (17)

$$V_{N_{out}}^2 = \frac{i_{in}^2 R_t}{\Delta f} R_i \cdot G_0 \cdot f_S \cdot \frac{f_A}{f_S + f_A} \cdot \frac{\pi}{2} \cdot \frac{K \cdot T \cdot (F - 1) \cdot G_0'^2}{C_D \cdot (1 + \frac{\tau_A}{\tau_S})},$$

where $m = \tau_A / \tau_S$. The response $v_{A\delta}(t)$ of the amplifier to the delta function excitation $\delta(t)$ is

$$v_{A\delta}(t) = V_A \cdot e^{-t/\tau_A},$$

with

$$\int_0^\infty v_{A\delta}(t)dt = V_A \cdot \tau_A = G_0.$$

For the evaluation of the output signal, we have to use the convolution of the signal $v_{S\delta}(t)$ developed on $R_i$ (3) with $v_{A\delta}(t)$ given in (18):

$$v_{out}(t) = v_{S\delta}(t) \otimes v_{A\delta}(t) = \int_{-\infty}^{\infty} v_{S\delta}(u)v_{A\delta}(t-u)du = V_S \cdot V_A \cdot e^{-t/\tau_A} \cdot \int_0^t e^{u/(\tau_A-1/\tau_S)} du.$$

a) for the particular case of $\tau_A = \tau_S$

$$v_{out}(t) = V_S \cdot V_A \cdot e^{-t/\tau_A} \cdot t = \frac{Q_{col}}{C_D} \cdot G_0 \cdot \frac{\tau_A}{\tau_S} \cdot e^{-t/\tau_A} \cdot t.$$

b) for $\tau_A \neq \tau_S$

$$v_{out}(t) = \frac{Q_{col}}{C_D} \cdot G_0 \cdot \frac{\tau_S}{\tau_S - \tau_A} \cdot (e^{-t/\tau_S} - e^{-t/\tau_A}).$$

$v_{out}(t)$ is maximal for

$$t_M = \frac{\ln \frac{\tau_A}{\tau_S}}{1/\tau_S - 1/\tau_A} = \tau_A \frac{\ln m}{m - 1}.$$

If we can measure the peak value $v_{out}(t_M)$ by peak detection we find

$$v_{out}(t_M) = \frac{Q_{col}}{C_D} \cdot G_0 \cdot \frac{1}{1 - m} \cdot \left( e^{\frac{\ln m}{m - 1}} - e^{-\frac{\ln m}{m - 1}} \right),$$

$$V_{N_{out}} = G_0 \cdot \frac{\sqrt{K \cdot T \cdot (F - 1)}}{C_D \cdot (1 + m)}.$$

We can calculate the $S/N$ ratio:

a) for the particular case $\tau_A = \tau_S$

$$S/N = \frac{Q_{col}}{\sqrt{K \cdot T \cdot (F - 1) \cdot C_D}} \cdot \frac{\sqrt{1 + m}}{e}.$$  

b) for $\tau_A \neq \tau_S$

$$S/N = \frac{Q_{col}}{\sqrt{K \cdot T \cdot (F - 1) \cdot C_D}} \cdot \frac{\sqrt{1 + m}}{1 - m} \cdot \left( e^{\frac{\ln m}{m - 1}} - e^{-\frac{\ln m}{m - 1}} \right).$$

In order to obtain $\sigma_t$ we must calculate the slope $SL$ of $v_{out}(t)$ in the discrimination point, e.g. for simplicity at $t_D = t_M/2$:

$$SL(t) = \frac{d(v_{out}(t))}{dt} = \frac{Q_{col}}{C_D} \cdot \frac{G_0}{\tau_A} \cdot \frac{\tau_S}{\tau_S - \tau_A} \left( e^{-t/\tau_A} - e^{-t/\tau_S} \right).$$

For $t_D = t_M/2$:

$$SL(t_D) = \frac{Q_{col}}{C_D} \cdot \frac{G_0}{\tau_A} \cdot \frac{1}{1 - m} \cdot \frac{\tau_S}{\tau_S - \tau_A} \left( e^{\frac{\ln m}{m - 1}} - e^{-\frac{\ln m}{m - 1}} \right).$$

Equations (26) and (27) represent the ideal case of a Dirac excitation where the charge is instantaneously collected. In Fig. 4, $S/N$ (26) and $\sigma_t$ (27) are plotted as a function of $C_D$ for three values of $R_i$ (50 $\Omega$, 500 $\Omega$, and 5 k$\Omega$). In this evaluation the following parameters have been used: $Q_{col} = 2 fC$, $\tau_A = 50 ps$, $F = 3.2$, $G_0 = 20$.

The $S/N$ increases continuously with decreasing detector capacitance. The influence of the $R_i$ value is minimal for $C_D > 1 pF$ ($\tau_S > \tau_A$) and vanishes for $C_D \approx 10 pF$. The ballistic deficit of the preamplifier generates an important loss in the discrimination point, e.g. for simplicity at $t_D = t_M/2$.

Equations (26) and (27) represent the ideal case of a Dirac excitation where the charge is instantaneously collected. In Fig. 4, $S/N$ (26) and $\sigma_t$ (27) are plotted as a function of $C_D$ for three values of $R_i$ (50 $\Omega$, 500 $\Omega$, and 5 k$\Omega$). In this evaluation the following parameters have been used: $Q_{col} = 2 fC$, $\tau_A = 50 ps$, $F = 3.2$, $G_0 = 20$.

The $S/N$ increases continuously with decreasing detector capacitance. The influence of the $R_i$ value is minimal for $C_D > 1 pF$ ($\tau_S > \tau_A$) and vanishes for $C_D \approx 10 pF$. The ballistic deficit of the preamplifier generates an important loss in the discrimination point, e.g. for simplicity at $t_D = t_M/2$.

Both $S/N$ and $\sigma_t$ improve significantly for low capacitances and low $\tau_A$ values. The bandwidth of the low noise amplifier needed is technologically limited to a few GHz at present (e.g. $BW = 3.018 GHz$, corresponding to a time constant of $\tau_A = 50 ps$). Therefore, the most effective way for improvement is a decrease of the total capacitance.

Fig. 6, 7 and 8 show results of simulations with the APILAC simulation engine [12]. Detectors of capacitances $C_D = 0.1 pF$, 1 pF and 10 pF, respectively, have been assumed, all readout with BBA (Fig. 2 left). The transient signals on the detector ($V_S$, left scale) are represented by full
symbols, those at the amplifier output ($V_A$, right scale) by open symbols; a very fast injected charge has been assumed (2 fC in 0.2 ps). The time axis is in logarithmic scale. In each figure three values of $R_i$ are plotted: 50 Ω (squares), 500 Ω (circles) and 5 kΩ (triangles). In all cases, $\tau_A = 50$ ps. The maximum signal amplitude is obtained for minimum detector capacitance $C_D = 0.1$ pF (Fig.6). Nevertheless, it is obvious that all cases show ballistic deficits (note the different Y-scales and remember the amplifier gain $G_0 = 20$).

The minimum ballistic deficit is observed for $C_D = 10$ pF (Fig. 8), but the signals are very small in this case. The design values of $C_D$ and $R_i$ have to be a compromise between the most effective charge collection, the ballistic deficit and the high rate capability of the sensors.

B. Signal Processing at Complete Charge Drift and Collection

According to the Shockley-Ramo theorem, charge movement induces a time dependent current on the detector electrodes. For parallel plate detector geometry and under the assumption of a homogeneously distributed space charge within a scDD, the induced current can be described by the simplified formula (28) [2], [3]:

$$i_{e,h}(t) = \frac{Q_{gen} \cdot v(E)_{e,h} \cdot e^{t/\tau_{e,h}}}{d},$$

(28)

where $Q_{gen}$ is the generated charge, $v(E)_{e,h}$ is the charge carrier velocity, $d$ is the detector thickness, $\tau_{e,h}$ denotes the lifetime of excess electrons and holes and $\tau_{eff}$ is given by

$$\tau_{eff} = \frac{\varepsilon \cdot \varepsilon_0}{q \cdot \mu_{e,h} \cdot N_{eff}}.$$

(29)

$N_{eff}$ denotes the net effective fixed space charge in the diamond bulk, $\varepsilon$ the diamond permittivity, $\varepsilon_0$ the vacuum permittivity and $q$ the elementary charge. If a negligible amount of space charge is present, the internal electric field is almost constant. If the charge carrier lifetime $\tau_{e,h}$ is longer then the transition time $t_{tr}$, the carrier drift velocity $v_{dr}$ can be calculated by $v_{dr} = d/t_{tr}$. In this case, a constant induced current is expected for $0 < t < t_{tr}$:

$$i_{e,h}(t) = \frac{Q_{gen}}{t_{tr}} = \text{const.}$$

Equations (20) and (21) represent the response of the whole system to the pulse $Q_{col} \cdot \delta(t)$; in order to obtain the response to $1 \cdot \delta(t)$ we must normalize

$$v_{out}(t) = \frac{v_{out}(t)}{Q_{col}}.$$

(30)

Fig. 5. $S/N$ (left) and $\sigma_t$ (right) as a function of $\tau_A$ with $C_D$ as parameter.

Fig. 6. Simulated signals of a DD with $C_D = 0.1$ pF. Full symbols denote the detector output signals (left ordinate), open symbols the corresponding BBA output signals (right ordinate). Three different values of $R_i$ are considered (50 Ω, 500 Ω, and 5 kΩ) corresponding to $\tau_S = 5$ ps, 50 ps and 500 ps, respectively.

Fig. 7. Same as Fig. 6 but for $C_D = 1$ pF and $\tau_S = 50$ ps, 500 ps and 5 ns.

To obtain the amplifier response $v_P(t)$ to $i_{e,h}(t)$, we use the convolution

$$v_P(t) = v_{out}(t) \otimes i_{e,h}(t) = \int_0^t v_{out}(u) \cdot i_{e,h}(t-u)du.$$

(31)

For a) $t \leq t_{tr}$

$$v_P(t) = \frac{Q_{gen} \cdot C_0 \cdot \tau_S}{C_D \cdot t_{tr}} \frac{m e^{-t/\tau_A} - e^{-t/\tau_S} + 1 - m}{1 - m}$$

(31)

Fig. 8. Same as Fig. 6 but for $C_D = 10$ pF and $\tau_S = 500$ ps, 5 ns and 50 ns.
and b) \( t > t_{tr} \)

\[
v_p(t) = \frac{Q_{gen}}{C_D} \cdot \frac{\tau_S}{t_{tr}} \cdot \left[ \frac{m \cdot e^{-t/\tau_A} - e^{-t/\tau_S}}{1 - m} \right] + \frac{m \cdot e^{-t/\tau_A} + e^{-t/(t_{tr})}}{1 - m}.
\]

(32)

Fig. 9 shows the signal response at the output of a BBA (32) for a diamond detector of \( C_D = 0.1 \, \text{pF} \) (squares), 1 \( \text{pF} \) (dots) and 10 \( \text{pF} \) (triangles), respectively. The upper-left figure is calculated for an \( R_t = 50 \, \Omega \), the upper-right for \( R_t = 500 \, \Omega \) and the bottom one for \( R_t = 5 \, \text{k}\Omega \).

We can estimate the signal amplitude as well as \( S/N \) and \( \sigma_t \) for \( t = t_{tr} \)

\[
v_p(t_{tr}) = \frac{Q_{gen}}{C_D} \cdot \frac{\tau_S}{t_{tr}} \cdot \left[ \frac{m \cdot e^{-t_{tr}/\tau_A} - e^{-t_{tr}/\tau_S}}{1 - m} \right] + \frac{m \cdot e^{-t_{tr}/\tau_A} + e^{-t/(t_{tr})}}{1 - m}.
\]

(33)

\[
S/N = \frac{Q_{gen}}{\sqrt{K \cdot T \cdot (F - 1) \cdot C_D}} \cdot \frac{\tau_S}{t_{tr}} \quad \left[ \frac{m \cdot e^{-t_{tr}/\tau_A} - e^{-t_{tr}/\tau_S}}{1 - m} \right] + \frac{m \cdot e^{-t_{tr}/\tau_A} + e^{-t/(t_{tr})}}{1 - m}.
\]

(34)

This formula has a maximum for \( t = t_M \) (22) when \( t_D = t_{tr}/2 \).

\[
SL(t_D) = \frac{Q_{gen}}{C_D} \cdot \frac{G_0}{t_{tr}} \cdot \frac{1}{1 - m} \cdot \left( e^{\frac{m \ln m}{m + 1}} - e^{\frac{m \ln m}{m + 1}} \right).
\]

\[
\sigma_t = t_{tr} \cdot \frac{\sqrt{K \cdot T \cdot (F - 1) \cdot C_D}}{1 - m} \cdot \frac{1}{\sqrt{1 + m}}.
\]

(34)

We use (33) and (34) to evaluate the most difficult case, i.e. close to the detection of relativistic protons. The following parameters have been used in Fig. 10: single crystal with

\[
t_{tr} = 5 \, \text{ns}, \quad Q_{col} = 2 \, \text{fC}, \quad \tau_A = 50 \, \text{ps}, \quad F = 3.2, \quad G_0 = 20, \quad t_{tr} = 5 \, \text{ns}.
\]

The \( S/N \) is less than 1 for any \( C_D \) if \( R_t = 50 \, \Omega \) (left). The increase of \( R_t \) to 500 \( \Omega \) allows a \( S/N > 3 \) for \( C_D > 2 \, \text{pF} \) and shows a maximum for \( C_D \approx 9 \, \text{pF} \), when \( \tau_S = R_tC_D = 4.5 \, \text{ns} \approx t_{tr} \). In the case of \( R_t = 5 \, \text{k}\Omega \), an optimum situation can be reached for \( C_D \approx 0.9 \, \text{pF} \) when \( \tau_S = 4.5 \, \text{ns} \approx t_{tr} \).

Concluding, the \( S/N \) has an optimum for \( \tau_S \approx t_{tr} \) i.e. when the detector time constant equals the carrier drift time. \( \sigma_t \) has also a strong dependence on \( C_D \), hence the decrease of the detector capacitance is mandatory. Fig. 11 demonstrates that in the case of \( R_t = 50 \, \Omega \) there is no way to obtain a reasonable \( S/N \) and \( \sigma_t \) for fast protons by selecting values for \( \tau_A \) and \( C_D \).

\[
IV. \, \text{APPLICATIONS}
\]

Over the past years we have designed and constructed a number of SDs for various experiments at GSI. The present material is meant as a comprehensive description of the work we have performed. Some parts may have been presented elsewhere, in particular details of our FEE designs: these cases are properly referenced.

In the following, we give a short overview of these designs and the test results obtained with relativistic beams ranging from protons to tantalum ions. The results of the model simulations presented above served as a guideline for the various projects, especially for the design of proton detectors.

A new diamond SD for the FOPI (FOur PI) detector [13], was planned to replace the standard plastic scintillation start detector. At that time only pcDDs were available in the necessary size; for readout, discrete amplifiers (FEE-1-cards [11]) were used. The results were more than encouraging;
excellent time resolutions have been obtained. Details are described in section IV-A.

Hence, we began to design an even larger system, which included also beam-halo detectors surrounding the central SD (subsection B). The influence of all relevant capacitances to the resolution was demonstrated in the model results; so we tried to reduce the external capacitances by replacing the discrete FEE through the newly developed ASIC PADI-1. It houses three channels designed in a spirit very close to that of the discrete FEE-1 amplifiers [14]. This allowed placing the diamond SD directly on a printed-circuit board, which carries also the amplifier and discrimination system in very close environment.

Considering the model results and the resolutions reached with heavy ions it was obvious that decent results for protons would clearly need single-crystal instead of polycrystalline material. The available areas of about 22 mm$^2$ would present already too large capacitance, so the surface had to be segmented and the amplifier had to be placed extremely close to the electrodes. Different technical approaches are described in subsections C and D; this last design was developed to be used in the HADES experiment [15] at GSI.

The time resolutions of the various DD/FEE assemblies have always been measured in the following way: two identical SDs were placed one behind another in the direct beam; in a special experiment the second sensor was replaced by a fast scintillation counter. The generalized setup is shown in Fig. 12. The signals of the two SDs were processed by FEE, which was housing an amplifier (A) followed by a leading edge discriminator (D). The OR signals provide the common which was housing an amplifier (A) followed by a leading edge discriminator (D). The OR signals provide the common
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of 1.2 mm diameter and of capacitances metallized with four circular pad electrodes on both sides, each x 3 mm area. The diamond sensor of 0.3 mm thickness was used in a beam test experiment with carbon ions using a scDD of 3 mm diameter. The rate capability of PADI-1 has been investigated in a rate experiment with a 1.9 A GeV $^{58}$Ni beam. The time resolution was measured in reference to the standard TOF start detector, i.e., a plastic scintillation detector, read out by two fast phototubes [13]; the resolution of each sensor can be determined independently. From the measured total $s_{TD} = 60$ ps (Fig. 15), $s_t = 45$ ps are attributed to the diamond setup.

The rate capability of PADI-1 has been investigated in a beam test experiment with carbon ions using a scDD of 3 mm x 3 mm area. The diamond sensor of 0.3 mm thickness was metallized with four circular pad electrodes on both sides, each of 1.2 mm diameter and of capacitances $C_{DE} = 0.18$ pF and $C_{DM} = 2.9$ pF, respectively. We observed a linear dependence of the detected rate on the beam intensity up to $1.35 \times 10^8$ ions/spill. For details see [17], [18].

C. Start Detectors for Relativistic Light Ions and Protons Featuring a Simple MOS Buffer

The model calculations as well as the experimental results described so far showed clearly that good time resolutions for light ions, and in particular protons, demand additional design improvement: one has to consequently minimize all relevant capacitances of the assemblies, to increase the preamplifier input impedance, and, above all, to use single-crystal diamond as detector material.

For a first beam test, the electrodes of two scDDs (of area $= 4$ mm x 4 mm and thickness $d = 0.4$ mm) have been segmented into four sectors, each of those directly bonded to the corresponding input of its amplifier, which was located in close proximity of the sensor. We have chosen the BFR998 double-gate MOS transistor which is often used in VHF/UHF amplifiers since it has a very good noise figure (typically 0.6 dB@200 MHz and 1 dB@800 MHz) and a BW = 1 GHz. In addition, it has an input capacitance $C_i = 1.2$-2.4 pF, an output capacitance $C_{out} = 1$ pF, a feedback capacitance $C_{G1D} < 25$ fF and a transconductance of $g_m \approx 25$ mA/V. The DC bias and the detector signal are transmitted through a 50 $\Omega$ coaxial cable to a modified version of the FEE-1 [11] which contains also the biasing circuit. The simple MOS buffer (MB) circuit (Fig. 16) allows to easily adjusting the detector time constant (in this case $t_S \approx (C_{DE} + 2$ pF $) \times 100$ k$\Omega$). The resulting capacitances per sector were $C_{DE} = 0.2$ pF and $C_{DM} = 3.3$ pF.

Fig. 17 shows the time difference spectrum measured with two well-aligned opposite sectors of the two quadrant sensors, which were mounted in short distance between each other perpendicular to a $^6$Li beam of 1.8 A GeV. The time resolution obtained was $s_t = 55$ ps.

However, this simple MOS buffer solution has two drawbacks: $C_i ($2 pF) is not sufficiently low, and, since the gain is below 1.0, the noise of the next cell must be low too.

D. The new scDD Proton Start Detector for HADES

In the design described in the following, the above disadvantages have been eliminated. For the new proton start detector for the HADES spectrometer at GSI, the segmentation of the sensor electrode has been driven even further: the scDD of 4.7 mm x 4.7 mm area and $d = 0.5$ mm thickness is segmented...
in eight pads (Fig. 18) yielding \( C_{DE} = 0.142 \) pF and \( C_{DM} = 1.5 \) pF. The new FEE consists of a low capacitance broadband amplifier (LCB) for the first stage mounted close to the sensor [19].

Fig. 19 shows the used FEE schematic. The low capacitance broadband amplifier (LCB) consists of a 14 GHz wideband silicon planar transistor mounted in common-emitter configuration. It is mounted as close as possible to the corresponding pad of the segmented electrode. This transistor has a low noise figure (\( NF = 1 \) dB) as well as low collector-base (\( C_{CBS} = 0.13 \) pF) and emitter-base capacitances (\( C_{EBS} = 0.22 \) pF). The biasing resistor is divided in three elements to minimize the total parasitic capacitance. The collector load resistor is located at the input of the next cell.

The left-hand side photograph of Fig. 20 shows the FEE board with its eight LCB channels before the mounting and bonding of the DD shown in Fig. 19 into the central hole. The identical electronics scheme was used to test a second SD assembly, which was consisting of a sensor with one electrode segmented in four sectors (quadrant detector sc4, Table II). Its board is shown on the right side of Fig. 20 with the SD mounted in the right hole. The collectors of the LCB amplifiers are connected through micro strip lines to coaxial cables, which transmit the signals to the next amplifier cells. The PCB material is Rogers 4003C, a high-frequency material (glass-reinforced hydrocarbon and ceramics) with a dielectric constant \( \varepsilon_r = 3.38 \pm 0.05 \). In order to minimize the detector fringe capacitance, the ground plane has a circular groove cut around the detector.

Two identical single-crystal diamond quadrant sensors (cs4, Table II) were tested with \(^{6}\)Li ions of 1.8 A GeV and an time resolution \( \sigma_t = 32 \) ps (Fig. 21) was achieved. This can be compared to the 55 ps measured in the same beam test with the simplified MOS-buffer FEE type of subsection IV-C (Fig. 17). The eight-sector SD delivered with protons of 3.5 GeV a resolution \( \sigma_t = 117 \) ps, which is the best proton value, reached so far [19].

V. SUMMARY AND CONCLUSIONS.

In this paper we describe a variety of detector systems consisting of diamond detectors and their front-end electronics, which we have designed and built as in-beam start detectors for existing and future GSI experiments. They should be able to cope with all beams of relativistic ions including protons, the detection of which is a particular challenge because of the very low primary charge generated in the detector material.
In parallel, we have performed extensive model calculations to estimate the dependence of the signal-to-noise ratio \( S/N \) and the time resolution \( \sigma_t \) on various parameters. The computation results presented in detail in section III, together with the measured resolutions of scDDs and pcDDs, show that a minor decrease of the total system capacitance \( C_D \) and an increase of the amplifier input resistance \( R_t \) alone are not sufficient for proton detection. \( C_D \) has to be minimized by a) an extremely careful design of the DD-FEE assembly, where especially the first stage of the FEE has to be positioned as close as possible to the DD, b) a minimization of fringing detector capacitances (for which the mounting PCB should have the ground layers at a few mm distance) and c) by segmentation of the DD into single pads, not exceeding a few mm\(^2\). When \( C_D \) is minimized, the input resistance \( R_t \) can be adjusted to obtain the optimum condition for \( S/N: \sigma_t \approx \tau_t \). In addition, one should use only single-crystal detectors, which collect almost 100\% of the primary charge.

Table I summarizes the experimental results obtained with the diamond detectors described in Table II: the time resolutions \( \sigma_t \) achieved with the presented DD-FEE assemblies in various beam tests with relativistic ions of different energies, and the detection efficiencies (EFF, if measured).

The tested scDDs and pcDDs are labeled sci and pci with i as running number; the FEE types are given as they are denominated in the text. Along with the DD-FEE assemblies described in section IV, we present the results of an early test performed with a scDD assembly (sc1, TableII) equipped with a FEE consisting of a fast charge sensitive amplifier (TCSA) [20] as a first stage followed by a FEE-1 card.

The pc diamond SDs read out with FEE-1 or PADI-1 ASICs deliver satisfying resolutions for relativistic heavy-ions in the order of \( \sigma_t \approx 45 \) ps. The sc diamond SDs have demonstrated time resolutions \( \sigma_t < 60 \) ps with \(^4\)Li, \(^12\)C and \(^{27}\)Al ions.

The best value obtained for relativistic protons was \( \sigma_t \approx 117 \) ps. This was achieved by segmentation of the electrodes and reduction of parasitic capacitances and amplifier input capacitance. In addition, the amplifier input impedance, and due to this the detector time constant, had to be increased.

The present resolution is not satisfying yet in the light of the design goal defined in the introduction. Further improvements are conceivable; however, both on the side of electronics and on the material side (e.g. the novel CVD diamond material, grown on large iridium wafers has a good perspective for future timing applications [5]).

In order to put our results in a larger context, we present the obtained values in Fig. 22 together with all other DD results found in the literature. Ions from proton to \(^{238}\)U and both sc- and pc-material were used. It is obvious that our results have widened the field considerably; to our knowledge they are presently the state of the art in timing with diamond detectors.
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